MIMOSAS

<https://github.com/nonproliferation/mimosas>

Decision Trees in Machine Learning

<https://towardsdatascience.com/decision-trees-in-machine-learning-641b9c4e8052>

Understanding Random Forest

<https://towardsdatascience.com/understanding-random-forest-58381e0602d2>

Feedforward Neural Networks

<https://towardsdatascience.com/deep-learning-feedforward-neural-network-26a6705dbdc7>

MIT Deep Learning Book (UNUSED AS OF NOW)

<http://www.deeplearningbook.org/>

Supervised vs. Unsupervised Learning

<https://towardsdatascience.com/supervised-vs-unsupervised-learning-14f68e32ea8d>

Technology Readiness Level

<https://www.nasa.gov/directorates/heo/scan/engineering/technology/txt_accordion1.html>

Intro to Semi-Supervised Learning

<https://towardsdatascience.com/simple-explanation-of-semi-supervised-learning-and-pseudo-labeling-c2218e8c769b>

Intro to Semi-Supervised Learning w/ Ladder Networks

<https://rinuboney.github.io/2016/01/19/ladder-network.html>

Hyperparameters

<https://towardsdatascience.com/understanding-hyperparameters-optimization-in-deep-learning-models-concepts-and-tools-357002a3338a>

Activation Function Examples

<https://towardsdatascience.com/activation-functions-neural-networks-1cbd9f8d91d6>

Stochastic Gradient Descent Overview

<https://towardsdatascience.com/stochastic-gradient-descent-clearly-explained-53d239905d31>

EM-Like Algorithms

<https://machinelearningmastery.com/expectation-maximization-em-algorithm/>

Convolutional Neural Networks Overview

<https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-neural-networks-the-eli5-way-3bd2b1164a53>

Intro to Convolutional Neural Networks

<https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-neural-networks-the-eli5-way-3bd2b1164a53>